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NAVIGATION APPLICATION WITH
ADAPTIVE DISPLAY OF GRAPHICAL
DIRECTIONAL INDICATORS

CLAIM OF BENEFIT TO PRIOR APPLICATIONS

This application claims the benefit of U.S. Provisional
Patent Application 61/655,995, filed Jun. 5, 2012; U.S. Pro-
visional Application 61/655,997, filed Jun. 5, 2012; U.S. Pro-
visional Patent Application 61/656,015, filed Jun. 6, 2012;
U.S. Provisional Application 61/656,032, filed Jun. 6, 2012;
U.S. Provisional Application 61/656,043, filed Jun. 6, 2012;
U.S. Provisional Patent Application 61/656,080, filed Jun. 6,
2012; U.S. Provisional Application 61/657,864, filed Jun. 10,
2012; U.S. Provisional Application 61/657,880, filed Jun. 10,
2012; U.S. Provisional Patent Application 61/699,842, filed
Sep. 11, 2012; U.S. Provisional Application 61/699,855, filed
Sep. 11, 2012; U.S. Provisional Patent Application 61/699,
851, filed Sep. 11, 2012; and U.S. Provisional Patent Appli-
cation 61/699,853, filed Sep. 11, 2012. U.S. Applications
61/655,995, 61/655,997, 61/656,015, 61/656,032, 61/656,
043, 61/656,080, 61/657,864, 61/657,880, 61/699,842,
61/699,855, and 61/699,851 are incorporated herein by ref-
erence.

BACKGROUND

Many map-based applications available today are designed
for a variety of different devices (e.g., desktops, laptops,
tablet devices, smartphones, handheld global positioning sys-
tem (GPS) receivers, etc.) and for various different purposes
(e.g., navigation, browsing, sports, etc.). Most of these appli-
cations generate displays of a map based on map data that
describes relative locations of streets, highways, points of
interest, etc., in the map.

The maps used in such applications are usually two-dimen-
sional (2D) maps or three-dimensional (3D) maps. However,
a large number of the applications use 2D maps due in part to
the processing-intensive demands of viewing 3D maps. For
the same reason, the applications that use 3D maps are often
slow, inefficient, plain, and/or simple, to the point that renders
the application useless.

BRIEF SUMMARY

Some embodiments of the invention provide a device that
includes a navigation application with several novel features.
Insome embodiments, the device has a touch-sensitive screen
that displays the output of the application, and a multi-touch
interface that allows a user to provide touch and gestural
inputs through the screen to interact with the application.

In some embodiments, the novel features of the navigation
application include (1) multiple different views (e.g., a two-
dimensional turn-by-turn view, a three-dimensional turn-by-
turn view, an overall route view, etc.) and smooth transitions
between these views during the navigation, (2) novel user
interface (UI) controls for navigation, (3) realistic looking
road signs for identifying maneuvers along a navigated route,
(4) dynamic generation of instructions and directional indi-
cators for road signs and other presentations of the identified
maneuvers, (5) informative navigation displays when the
navigation application is operating in the background on the
device, (6) novel voice recognition navigation guidance, and
(7) integration with other routing applications available on or
for the device.

While all these features are part of the navigation applica-
tion in some embodiments, other embodiments do not employ
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all of these features in the navigation application. Also, in
some embodiments, the navigation application is part of an
integrated mapping application that provides several other
useful operations, including location browsing, map search-
ing, and route identifying operations. However, one of ordi-
nary skill will realize that in other embodiments, the naviga-
tion application is a stand-alone application that does not
include some or all of these other operations.

Each of the above-described features are described here.
As mentioned above, the navigation application of some
embodiments provides multiple different views during navi-
gation and smooth transitions between these views. In some
embodiments, examples of such views include a two-dimen-
sional (2D) turn-by-turn view, a three-dimensional (3D) turn-
by-turn view, and an overall route view. The application in
some embodiments generates the turn-by-turn views from a
perspective rendering position within a 3D navigation scene
that the device renders. This perspective rendering position in
some embodiments is adjustable and can be viewed as a
virtual camera that can capture the 3D navigation scene from
a variety of different perspectives (e.g., from a variety of
different positions and orientations). Accordingly, in some
embodiments, the turn-by-turn navigation is an animated ren-
dering of navigated route that is rendered from the vantage
point of a virtual camera that traverses along the direction of
the route based on the traversal direction and speed of the user
carrying the device, which in some embodiments is captured
by directional data (e.g., GPS data, triangulated cell-tower
data, etc.) associated with the device.

During navigation, the navigation application of some
embodiments allows a user to change the position of the
virtual camera (i.e., the position from which the navigated
route is rendered) through gestural input on the device’s
screen. Movement of the virtual camera (i.e., movement of
the position from which the route is rendered) allows the
navigation application to present alternative 3D view. Some
embodiments even use the virtual camera to render a top-
down 2D view for the turn-by-turn navigation, while other
embodiments render the top-down 2D view by zooming in
and out of a 2D map.

In some embodiments, the navigation application presents
a 3D control (e.g., button) that serves both as a 3D indicator
and a 3D initiator/toggle. The 3D control is implemented in
some embodiments as a floating control that can “float” above
the 2D or 3D navigation presentation when it is needed and
“float” out of the presentation when it is not needed. This
control also serves as an indicator that the current view isa3D
view. The 3D control may have different appearances (e.g.,
colored as grey, black, blue, etc.) to provide different indica-
tions. In some embodiments, the 3D control is grey when 3D
data is not available for the user’s current location, black
when the 3D data is available but the user is currently viewing
the map in 2D, and purple when the user is viewing the map
in 3D mode. In some embodiments, the 3D control displays
an image of a building when the user is at a certain zoom level
and provides a “flyover” of the buildings in the area when
selected by the user. It also provides a quick mechanism of
getting into and out of 3D navigation. As further described
below, the navigation application allows transitions between
the 2D and 3D navigation views through other gestural inputs
of the multi-touch interface of the device.

The navigation application in some embodiments uses
floating controls in order to keep the on-screen controls to a
minimum and thereby display as much of the interactive
navigation as possible. In some embodiments, the floating
controls are part of a cluster of controls that adapt to the task
athand by adjusting its contents in an animated fashion when
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auser moves between different navigation views, or between
different application modalities for embodiments in which
the navigation is just one of several modalities of another
application. This adaptive nature allows the navigation appli-
cation to optimize for different tasks while maintaining a
consistent look and interaction model while moving between
those tasks.

When the navigation application starts a navigation pre-
sentation, the application in some embodiments (1) automati-
cally hides the floating controls and a bar (containing other Ul
controls) on the top of a map along which the navigation is
displayed, and (2) starts a full-screen turn-by-turn navigation
presentation. In this mode, the application restricts touch
interaction with the map. In some embodiments, a tap is
required to access the controls that were automatically hid-
den. In some embodiments, these controls are adapted
towards a full-screen navigation look, including a prominent
display of the estimated time of arrival (ETA) in the bar along
the top.

In some embodiments, one of the controls in the top bar is
an overview button. By selecting this button at any time
during the navigation, a user can seamlessly switch between
the full-screen; turn-by-turn presentation that displays a view
optimized for turn-by-turn directions; and an overview pre-
sentation that displays a view of the remaining route that
better accommodate browsing.

In some embodiments, the constant set of controls and the
in-place transition in the map provide continuity between the
overview mode and the full-screen mode. These controls also
include a control that allows the user to end the navigation in
either the overview mode or full-screen model. Some
embodiments also allow for a search to be performed while
navigating. For instance, some embodiments provide a pull
down handle that allows the search field to be pulled into the
overview display while navigating in the overview mode.
Alternatively, or conjunctively, some embodiments allow for
searches to be performed during navigation through a voice-
recognition input of the device of some embodiments. Also,
in some embodiments, the application allows a user to per-
form searches (e.g., voice-initiated and/or text-based
searches) during turn-by-turn navigation. The navigation
application of some embodiments also allows navigation to
be initiated through voice-recognition input of the device.

During navigation, the navigation application of some
embodiments also allows a user to provide some gestural
input without reference to the floating controls or the top-bar
controls. For instance, different embodiments provide difter-
ent gestural inputs to adjust the 2D/3D view during turn-by-
turn navigation. In some embodiments, the gestural input is a
two-finger pinching/spreading operation to adjust the zoom
level. This adjustment of the zoom level inherently adjusts the
position and rotation of the camera with respect to the route
direction, and thereby changes the 2D/3D perspective view of
the route direction. Alternatively, other embodiments provide
other gestural inputs (e.g., a finger drag operation) that
change the position of the camera instead of or in addition to
the zoom operation. In yet other embodiments, a gestural
input (e.g., a finger drag operation) momentarily changes the
viewing direction of the camera to allow a user to momen-
tarily glance to a side of the navigated route. In these embodi-
ments, the application returns the camera to its previous view
along the route after a short time period.

Another novel feature of the navigation application are the
realistic-looking road signs that are used during navigation.
In some embodiments, the signs are textured images that bear
a strong resemblance to actual highway signs. These signs in
some embodiments include instructional arrows, text,
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shields, and distance. The navigation application of some
embodiments presents a wide number of sign variants in a
large number of different contexts. Also, in some embodi-
ments, the application presents signs in different colors
according to the regional norms.

For maneuvers that are close together, the application in
some embodiments presents a secondary sign beneath the
primary sign. Also, as one maneuver is passed, the navigation
application animates the sign passing away with a motion that
mimics a sign passing overhead on the highway. When an
upcoming maneuver is approaching, the navigation applica-
tion draws attention to the sign with a subtle animation (e.g.,
a shimmer across the entire sign).

In some embodiments, the navigation application dynami-
cally generates instructions for a road sign and other presen-
tation (e.g., a list view) associated with a navigation maneu-
ver based on the context under which the application is
displaying the sign or presentation. For a given context, the
instruction text is chosen by considering factors such as the
available space, the availability of information conveyed by
means other than text (e.g., the availability of voice guid-
ance), the localized length of each of the instruction variants,
the size of the display screen of the device, etc. By locally
synthesizing and evaluating several alternatives, the applica-
tion can pick an optimal instruction string in every scenario.

Similarly, the navigation application of some embodiments
adaptively generates directional graphical indicators for a
road sign and other presentation (e.g., a list view) associated
with a navigation maneuver based on the context under which
the application is displaying the sign or presentation. For
instance, when there is sufficient space on a sign or presen-
tation for the use of a bigger sign, the navigation application
of some embodiments identifies a maneuver to perform at a
juncture along a route by using a larger graphical directional
indicator that includes (1) a prominent stylized arrow roughly
representing the path of the vehicle, and (2) a de-emphasized
set oflines and curves corresponding to other elements of the
junction. In some embodiments that use this approach, a right
turn at a T-junction is represented by a large arrow with a
right-angle joined with a smaller, dimmer segment that runs
parallel to one of the large arrow’s segments. The smaller
segment in some embodiments is also pushed offto the side so
that the path taken by the vehicle dominates.

Such a representation of a maneuver (that includes a promi-
nent stylized arrow and a de-emphasized set of lines) provides
fairly complete information about the maneuver while
remaining abstract and easily understandable. However, there
may not be sufficient space on the sign or other presentation
for such a representation in other contexts. Accordingly, for
such cases, the navigation application of some embodiments
uses an alternate representation of the maneuver that omits
displaying the junction and instead only displays an arrow in
the direction of movement.

To generate either the prominent stylized arrow or the
simplified arrow for a juncture maneuver along a route, the
navigation application in some embodiments receives from a
server a description of the juncture and maneuver. In some
embodiments, the server performs an automated process to
generate this description based on map data, and provides this
information in terms of compressed, geometric point data.
Also, at the beginning of a route navigation, the server in
some embodiments supplies to the navigation application the
description of all junctures and maneuvers along the route,
and occasionally updates this description when the user strays
from the route and the server computes a new route.

When the navigation application receives the juncture and
maneuver description, the application of some embodiments
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initially performs a process to simplify the characterization of
the juncture and the maneuver, and then uses this simplified
characterization to generate the prominent stylized graphical
directional indicator for the juncture. To display a maneuver
at a juncture, some navigation applications often provide a
plain arrow that is not expressed in terms of the juncture and
does not convey much information, while other navigation
applications provide a very detailed representation of the
juncture and a complex directional representation through
this detailed representation. Thus, one existing approach pro-
vides very little information, while another approach pro-
vides so much information that the information is rendered
practically useless. By generating the prominent stylized
directional indicator based on the simplified description of
the juncture, the navigation application of some embodiments
displays a detailed representation of the maneuver at the
juncture while eliminating some of the unnecessary com-
plexities of the juncture.

In some embodiments, the navigation application provides
navigation instructions while the application is operating in
the background and even while the device is locked. In some
embodiments, the device is locked when only a reduced set of
controls can be used to provide input into the device. For
instance, in some embodiments, the locking of the device
greatly limits the number of inputs that a user can provide
through the touch-sensitive screen of the device.

In some embodiments, voice guidance instructions are one
example of instructions that can be provided while the navi-
gation application is operating in the background or while the
device is locked. Alternatively to, or conjunctively with, the
voice guidance, the navigation application can provide text
and/or graphical instructions in at least two modes while
operating in the background.

First, the application of some embodiments incorporates in
the lock screen background, a live navigation view (e.g., a
turn-by-turn view) that includes text and graphical navigation
description in the lock-screen display. With this presentation,
the user can see the navigation instructions while the appli-
cation is running in the background without unlocking the
device. In some embodiments, the application further refines
the lock screen experience by sending notifications that
would normally occupy the space being taken by the naviga-
tion display to a drawer in the lock-screen display, which in
some embodiments is done immediately while in other
embodiments is done after a short time period in which the
notification is shown on the lock screen view. Also, whenever
a user unlocks the device, some embodiments return without
animation to the navigation display in order to make the
experience seamless.

In some embodiments, the application turns off the lock
screen navigation display after a time period if no maneuvers
are impending. However, the application in some of these
embodiments lights up the screen when approaching an
imminent maneuver and/or new navigation instructions need
to be provided. This is a small amount of time relative to the
duration of each step, so the display of the navigation instruc-
tions does not come at the expense of noticeably degraded
battery life. To enhance the experience, the navigation appli-
cation in some embodiments activates an ambient light sensor
well before the navigation prompt so that the ambient light
settings can be used to light the screen to the correct bright-
ness when it comes time to show the navigation map.

Second, in some embodiments, the navigation application
operates in the background even when the device is unlocked.
This is the case when the navigation application operates on a
device (e.g., a smartphone) that executes several other appli-
cations. In such a device, the navigation application would
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operate in the background when the device is presenting a
view (e.g., a page) that is provided by the operating system of
the device or a view that is provided by another application on
the device.

When the navigation application operates in the back-
ground on an unlocked device, the device in some embodi-
ments (1) uses a double-height status bar to indicate the
background operation of the navigation application when far
from an upcoming maneuver, and (2) uses a sign-like navi-
gation banner that includes dynamically updated distance to a
maneuver when approaching a maneuver or when guidance
instructions are audible. Further, the application maintains
the sign-like banner until the maneuver is complete and sup-
presses other notifications in that space. Selection of either
the double-height status bar or the navigation banner in some
embodiments directs the device to switch to a navigation view
generated by the navigation application.

The above-described features as well as some other fea-
tures of the navigation application of some embodiments are
further described below. In the description above and below,
many of the features are described as part of an integrated
mapping application that provides novel location browsing,
location searching, route identifying and route navigating
operations. However, one of ordinary skill will realize that
these novel operations are performed in other embodiments
by applications that do not perform all of these operations, or
perform other operations in addition to these operations.

The preceding Summary is intended to serve as a brief
introduction to some embodiments of the invention. It is not
meant to be an introduction or overview of all inventive
subject matter disclosed in this document. The Detailed
Description that follows and the Drawings that are referred to
in the Detailed Description will further describe the embodi-
ments described in the Summary as well as other embodi-
ments. Accordingly, to understand all the embodiments
described by this document, a full review of the Summary,
Detailed Description and the Drawings is needed. Moreover,
the claimed subject matters are not to be limited by the illus-
trative details in the Summary, Detailed Description and the
Drawings, but rather are to be defined by the appended
claims, because the claimed subject matters can be embodied
in other specific forms without departing from the spirit of the
subject matters.

BRIEF DESCRIPTION OF THE DRAWINGS

The novel features of the invention are set forth in the
appended claims. However, for purposes of explanation, sev-
eral embodiments of the invention are set forth in the follow-
ing figures.

FIG. 1 illustrates an example of a device that executes an
integrated mapping application of some embodiments of the
invention.

FIG. 2 illustrates an example in terms of three stages of a
user’s interaction with the mapping application to obtain
routing directions.

FIG. 3 illustrates how the navigation application of some
embodiments provides the 3D control as a quick mechanism
for entering a 3D navigating mode.

FIG. 4 illustrates a device that displays a mapping appli-
cation as the application transitions from a non-immersive
map view for map browsing into an immersive map view for
navigation.

FIG. 5 presents a simplified example to illustrate the con-
cept of a virtual camera.
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FIG. 6 illustrates that the mapping application of some
embodiments changes the appearance of the 3D control to
indicate different 2D and 3D states of the map view.

FIG. 7 illustrates switching from 3D mode to 2D mode in
some embodiments.

FIG. 8 illustrates the adjustment of the distance of a virtual
camera by contracting and expanding gestures.

FIG. 9 illustrates an embodiment of a camera whose angle
can be adjusted by gestures.

FIG. 10 conceptually illustrates a feature provided by the
mapping application of some embodiments for maintaining
the position of a virtual camera within a defined range along
an arc.

FIG. 11 illustrates a full screen mode of some embodi-
ments.

FIG. 12 illustrates the navigation application with the con-
trols hidden and revealed during a phone call on the device in
some embodiments.

FIG. 13 illustrates the end of a programmed route in some
embodiments.

FIG. 14 illustrates a navigation program ending control in
some embodiments.

FIG. 15 illustrates the rotation of a map when a user pushes
it sideways in some embodiments.

FIGS. 16 and 17 illustrate overview controls in some
embodiments.

FIG. 18 conceptually illustrates a processing, or map ren-
dering, pipeline performed by the mapping application of
some embodiments in order to render a map for display at the
client device.

FIGS. 19A and 19B conceptually illustrate a state diagram
that describes different states and transitions between these
states of the integrated mapping, search, and navigation appli-
cation of some embodiments (e.g., the application described
in the above sections).

FIG. 20 illustrates several GUI scenarios in which such
highway shields are used in some embodiments.

FIG. 21 illustrates, over four stages, the animation of some
embodiments for removing a navigation sign and introducing
the next sign.

FIG. 22 illustrates such a shimmer animation over four
stages that illustrate the background of the display as gray, in
order to contrast with the shimmer as it moves across the sign
in some embodiments.

FIG. 23 illustrates the display of two signs for maneuvers in
quick succession over four stages in some embodiments.

FIG. 24 conceptually illustrates an operation performed by
a mapping service of some embodiments to generate a route
for a requesting device and provide the route, with navigation
instructions, to the requesting device.

FIG. 25 conceptually illustrates a process performed by the
mapping service of some embodiments in order to generate
and transmit route and intersection data to a user.

FIG. 26 conceptually illustrates a process of some embodi-
ments for determining path segments between sets of junc-
tions that should be treated together as single intersections.

FIG. 27 illustrates an example of a junction and shows that
there is no requirement that the path segments meet at right
angles or that the paths continue in a straight line through the
junction in some embodiments.

FIG. 28 illustrates an intersection that includes two dual
carriageway paths and a one-way road in some embodiments.

FIG. 29 conceptually illustrates a process for linking
together several junctions into a single intersection and iden-
tifying the branches of the intersection in some embodiments.
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FIG. 30 illustrates a commonly existing intersection,
between a dual carriageway with two paths and a dual car-
riageway with two paths in some embodiments.

FIG. 31 illustrates an intersection in which left-turn chan-
nels are defined as separate path segments in some embodi-
ments.

FIG. 32 illustrates a slip road in an intersection in some
embodiments.

FIG. 33 illustrates a slip road in an intersection in some
embodiments.

FIG. 34 illustrates additional two-way path in an intersec-
tion in some embodiments.

FIG. 35 illustrates the reduction of an eight-path intersec-
tion into four branches in some embodiments, in which the
angle ofthe right branch is at halfthe offset from horizontal as
the right exit path, because the right entrance path is on the
horizontal.

FIG. 36 illustrates the reduction of a different eight-path
intersection into five branches in some embodiments.

FIG. 37 conceptually illustrates an example of a data struc-
ture of some embodiments for a point type intersection.

FIG. 38 illustrates a data structure of some embodiments
for a roundabout intersection.

FIG. 39 conceptually illustrates the reduction of a round-
about intersection to intersection data in some embodiments.

FIG. 40 conceptually illustrates a process of some embodi-
ments for modifying intersection data in order to provide
navigation information for a route.

FIG. 41 illustrates a conceptual drawing of a route taken
through an intersection a data structure for the intersection,
and the modification of the data structure to create a new data
structure for turn-by-turn navigation instructions.

FIG. 42 illustrates several different scenarios in which the
mapping application displays different types of graphical
indicator arrows to visually represent maneuvers to a user in
some embodiments.

FIG. 43 illustrates several scenarios for the same turn, and
how the different arrows might be used for the same turn in
some embodiments.

FIG. 44 conceptually illustrates a process of some embodi-
ments for displaying graphical indicators during route inspec-
tion.

FIG. 45 conceptually illustrates a process of some embodi-
ments that performs navigation over such a route.

FIG. 46 conceptually illustrates a process that generates
such graphical directional indicators for the maneuvers of a
route.

FIG. 47 conceptually illustrates a process that attempts to
set the angles of branches of a juncture along a route to
multiples of a pre-specified angle in some embodiments.

FIG. 48 illustrates a particular juncture situation in some
embodiments.

FIG. 49 illustrates two examples where default juncture/
maneuver indicators are used instead of the geometry-based
indicators in some embodiments.

FIG. 50 illustrates an example of a roundabout in which the
simplified geometry is not used by some embodiments.

FIG. 51 conceptually illustrates a mapping application of
some embodiments that generates directional indicators for
different contexts.

FIG. 52 illustrates an example of the synthesis of different
instructions for a particular maneuver at a juncture according
to some embodiments.

FIG. 53 illustrates several different scenarios in which the
mapping application displays different examples of the adap-
tive instructions for the particular maneuver of the first junc-
ture in a variety of different situations.
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FIG. 54 illustrates additional scenarios in which the map-
ping application uses the synthesized instruction sets in some
embodiments.

FIG. 55 conceptually illustrates a process of some embodi-
ments for displaying text instructions during route inspection.

FIG. 56 conceptually illustrates a process of some embodi-
ments that performs navigation over such a route.

FIG. 57 conceptually illustrates a process of some embodi-
ments for decoding encoded juncture data and synthesizing
instruction elements from the route and juncture data received
from a mapping service.

FIG. 58 conceptually illustrates a process of some embodi-
ments for generating navigation instruction variants for dis-
play in different contexts.

FIG. 59 conceptually illustrates a system architecture that
includes mapping and navigation application of some
embodiments that generates text instructions for different
contexts.

FIG. 60 is an example of an architecture of a mobile com-
puting device of some embodiments.

FIG. 61 conceptually illustrates an example of an elec-
tronic system with which some embodiments of the invention
are implemented.

FIG. 62 illustrates a map service operating environment,
according to some embodiments.

DETAILED DESCRIPTION

In the following detailed description of the invention,
numerous details, examples, and embodiments of the inven-
tion are set forth and described. However, it will be clear and
apparent to one skilled in the art that the invention is not
limited to the embodiments set forth and that the invention
may be practiced without some of the specific details and
examples discussed.

1. Navigation User Interface

A. Start

The navigation application of some embodiments is part of
anintegrated mapping application that includes several useful
modalities, including location browsing, map searching,
route identifying and route navigating operations. This inte-
grated application (referred to below as the mapping applica-
tion, the navigation application, or the integrated application)
in some embodiments is defined to be executed by a device
that has atouch-sensitive screen that displays the output of the
application. In some embodiments, this device has a multi-
touch interface for allowing a user to provide touch and ges-
tural inputs through the screen to interact with the application.
Examples of such devices are smartphones (e.g., iPhone®
sold by Apple Inc., phones operating the Android® operating
system, phones operating the Windows 8® operating system,
etc.).

FIG. 1 illustrates an example of a device 100 that executes
an integrated mapping application of some embodiments of
the invention. This figure also illustrates an example of
launching a route navigation in this application. This appli-
cation has a novel user interface (UI) design that seamlessly
and cohesively integrates the controls for each of its different
modalities by using a minimum set of on-screen controls that
float on top of the content in order to display as much of the
content as possible. Additionally, this cluster adapts to the
task at hand, adjusting its contents in an animated fashion
when a user moves between the different modalities (e.g.,
between browsing, searching, routing and navigating). This
common element with an adaptive nature enables the map-
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ping application to optimize for different tasks while main-
taining a consistent look and interaction model while moving
between those tasks.

FIG. 1 shows six stages 105, 110, 115, 117, 119, 121 of
interaction with the mapping application. The first stage 105
shows the device’s Ul 120, which includes several icons of
several applications in a dock area 125 and on a page of the
UI. One of the icons on this page is the icon for the mapping
application 130. The first stage shows a user’s selection of the
mapping application through touch contact with the device’s
screen at the location of this application on the screen.

The second stage 110 shows the device after the mapping
application has opened. As shown in this stage, the mapping
application’s Ul has a starting page that in some embodi-
ments displays (1) a map of the current location of the device
and (2) several Ul controls arranged in a top bar 140, and as
floating controls. As shown in FIG. 1, the floating controls
include an indicator 145, a 3D control 150, and a page curl
control 155, while the top bar 140 includes a direction control
160, a search field 165, and a bookmark control 170.

In some embodiments, a user can initiate a search by tap-
ping in the search field 165. This directs the application to
present an animation that (1) presents an on-screen keyboard
and (2) opens a search table full of invaluable completions.
This table has some important subtleties. When the search
field is tapped and before the terms are edited, or when the
search field is empty, the table contains a list of “recents,”
which in some embodiments are recent searches and route
directions that the user has requested. This makes it very easy
to quickly bring up recently accessed results.

After any input on the search field, the table is filled with
search completions both from local sources (e.g., bookmarks,
contacts, recent searches, recent route directions, etc.) and
remote servers. The incorporation of the user’s contact card
into the search interface adds additional flexibility to the
design. When showing recents, a route from the current loca-
tion to the user’s home is always offered in some embodi-
ments, while it is offered in the contexts that are deemed to be
“appropriate” in other embodiments. Also, when the search
term matches at least part of an address label (e.g., ‘ork’ for
‘Work”), the application presents the user’s labeled address as
a completion in the search table in some embodiments.
Together these behaviors make the search Ul a very powerful
way to get results onto a map from a variety of sources. In
addition to allowing a user to initiate a search, the presence of
the text field in the primary map view in some embodiments
also allows users to see the query corresponding to search
results on the map and to remove those search results by
clearing the query.

The bookmark control 170 (e.g., button) allows location
and routes to be bookmarked by the application. The position
indicator 145 allows the current position of the device to be
specifically noted on the map. Once this indicator is selected,
the application maintains the current position of the device in
the center of the map. In some embodiments, it can also
identify the direction to which the device currently points.

The 3D control 150 is a control for viewing a map or
inspecting a route in three dimensions (3D). The mapping
application provides the 3D control as a quick mechanism of
getting into and out of 3D. This control also serves as (1) an
indicator that the current view is a 3D view, (2) an indicator
that a 3D perspective is available for a given map view (e.g.,
a map view that is zoomed out might not have a 3D view
available), (3) an indicator that a 3D perspective is not avail-
able (e.g., the 3D data is not available for the map region), and
(4) an indicator that a flyover animation is available at the
given zoom level. The 3D control may provide a different
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appearance corresponding to each indication. For instance,
the 3D control may be colored grey when the 3D view is
unavailable, black when the 3D view is available but the map
is in the 2D view, and blue when the map is in the 3D view. In
some embodiments, the 3D control changes to an image of a
building when the flyover animation is available for the user’s
given zoom level and location on the map.

The page curl control 155 is a control that allows the
application to minimize the number of on-screen controls, by
placing certain less frequently used actions in a secondary Ul
screen that is accessible through the page curl control that is
displayed on the map. In some embodiments, the page curl is
permanently displayed on at least some of the map views that
the application provides. For instance, in some embodiments,
the application displays the page curl permanently on the
starting page (illustrated in the second stage 110) that it pro-
vides for allowing a user to browse or search for a location or
to identify a route.

The direction control 160 opens a direction entry page 180
through which a user can request a route to be identified
between a starting location and an ending location. The third
stage 115 of FIG. 1 illustrates that the selection of the direc-
tion control 160 opens the direction entry page 180, which is
shown in the fourth stage 117. The direction control is one of
three mechanisms through which the mapping application
can be directed to identify and display a route between two
locations; the two other mechanisms are (1) a control in an
information banner that is displayed for a selected item in the
map, and (2) recent routes identified by the device that are
displayed in the search field 165. Accordingly, the informa-
tion banner control and the search field 165 are two Ul tools
that the application employs to make the transition between
the different modalities seamless.

The fourth stage 117 shows that the direction entry page
180 includes starting and ending fields for providing starting
and ending locations for a route, and a table that lists recent
routes that the application has provided to the user. Other
controls on this page are controls for starting a route, for
reversing the order of the start and end locations, for cancel-
ing the direction request, for picking walking, auto, or public
transit routes. These controls and other aspects of the map-
ping application are described in U.S. patent application Ser.
No. 13/632,102, entitled “Problem Reporting in Maps,” filed
on Sep. 30, 2012, now published as U.S. Patent Publication
No. 2013/0326407. U.S. patent application Ser. No. 13/632,
102, now published as U.S. Patent Publication 2013/0326407
is incorporated herein by reference.

The fourth stage illustrates the user selecting one of the
recent directions that was auto-populated in the table 182.
The fifth stage 119 then shows three routes on a 2D map view
between the specified start and end locations specified
through the page 180. It also shows the selection of the second
route and some information about this route in a bar at the top
of the layout. This bar is shown to include start and end
buttons. The start button is shown to be selected in the fifth
stage.

As shown in the sixth stage, the selection of the start button
directs the application to enter a turn-by-turn navigation
mode. In this example, the application has entered a 2D
turn-by-turn navigation mode. In other embodiments, the
application will enter by default into a 3D turn-by-turn navi-
gation mode. In this mode, the application displays a realistic
sign 184 that identifies the distance from the current location
of the device to the next juncture maneuver in the navigated
route and some other pertinent information. The application
also displays a top bar that includes some information about
the navigation as well as End and Overview buttons, for
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respectively ending the navigation and obtaining an overview
of the remaining portion of the navigated route or the entire
portion of the navigated route in other embodiments.

The mapping application of some embodiments identifies
the location of the device using the coordinates (e.g., longi-
tudinal, altitudinal, and latitudinal coordinates) in the GPS
signal that the device receives at the location of the device.
Alternatively or conjunctively, the mapping application uses
other methods (e.g., cell tower triangulation) to compute the
current location. When the user carrying the device deviates
from the route, the mapping application of some embodi-
ments tracks the location of the device and re-calculates a new
route from the deviated location in order to re-direct the user
to the destination location from the deviated location. In other
words, the mapping application of some embodiments oper-
ating in the navigation mode requires the device to be on a
route at all times.

The application further displays the floating 3D control and
the floating list control, which were described above. It
should be noted that the list control was adaptively added to
the floating control cluster upon entering the route inspection
and route navigation modalities, while the position indicator
was removed from the floating control upon entering the route
navigation modality. Also, upon transition from the route
inspection mode to the route navigation mode, the application
performs an animation in some embodiments that involves
the page curl uncurling completely before the application
transitions into the navigation presentation.

In some embodiments, the animation transition includes
removing the top bar, its associated controls and the floating
controls from the navigation presentation, and moving the
sign 184 to the top edge of the presentation a short time period
after starting the navigation presentation. As further
described below, the application requires the user tap on the
navigated map to bring back the top bar, its controls and the
floating controls, and requires another tap to remove these
controls again from the map, in some embodiments. Other
embodiments provide other mechanisms for viewing and
removing these controls.

As another way of allowing the user to get navigation
experience, the mapping application of some embodiments
provides a Ul item in an informational banner that appears by
apin that represents a point of interest (POI). FIG. 2 illustrates
an example in terms of three stages 205-215 of a user’s
interaction with the mapping application to obtain routing
directions. This example is provided in the context of using a
car icon 230.

The first stage 205 illustrates a map in a 3D map view. As
shown, a 3D control 250 appears highlighted to indicate that
the map isina 3D map view. The first stage 205 also illustrates
two informational banners for the two pins for the search
resulting from running a search with a search query “Pizza” as
shown. The user selects the car icon 230. As mentioned
above, the car icon 230 is for showing one or more routes to
the location that is represented by a pin with which the banner
that includes the car icon 230 is associated. The banner 240
which includes the car icon 230 also shows a brief description
of'the place, a star rating, and an arrow for launching a “stage”
for the POL

The second stage 210 illustrates the two routes, route 1 and
route 2, that the mapping application of some embodiments
shows in response to the selection of the car icon 230 in the
previous stage 205. The user has selected route 1 as indicated
by the highlight on the route 1. The user also selects the start
button. As mentioned above, the start button in some embodi-
ments is for starting the navigation according to the selected
route.
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The third stage 215 illustrates that the mapping application
displays an instruction sign 260, which is the sign for the first
instruction. The mapping application has replaced the clear
control 255 and the start button with an end button 270 and an
overview control 275 in the top bar 140. The end button is for
ending the navigation of the route and the overview control
275 is for showing the entire route in the map view by adjust-
ing the zoom level of the displayed map if adjusting the zoom
level is necessary to show the entire route. In some embodi-
ments, the mapping application displays in the top bar 140 the
ETA, the amount of time to get to the destination, and the
remaining distance to the destination as shown.

When the mapping application receives a selection of the
end button while the mapping application is operating in the
route inspection mode, the mapping application of some
embodiments stops inspection of the selected route by going
back to map browsing mode. The mapping application of
some embodiments goes back to the map browsing mode by
removing the selected route from the map, putting back the
page curl, and replacing the information and controls in the
top bar with a set of other controls including a direction
control, a search field, and a bookmark control. That is, the
mapping application takes the appearance of the Ul page back
to a Ul page similar to the Ul page shown in the first stage 205.
The mapping application of some embodiments does not shift
the map to another region when switching to the map brows-
ing mode from the inspection mode.

B. 2D and 3D Navigation

The navigation application of some embodiments can dis-
play navigation in either a 2D mode or a 3D mode. As men-
tioned above, one of the floating controls is the 3D control 250
that allows a user to view a navigation presentation in three
dimensions (3D). FIG. 3 illustrates how the navigation appli-
cation of some embodiments provides the 3D control 250 as
a quick mechanism for entering a 3D navigating mode. This
figure illustrates this operation in three stages 305-315. The
first stage 305 illustrates the user selecting the 3D control 150
while viewing a two-dimensional navigation presentation.

The second stage 310 illustrates the navigation presenta-
tion in the midst of its transition into a 3D presentation. As
shown in this figure, the 3D control appears highlighted at this
stage to indicate that the navigation presentation has entered
a 3D mode. As mentioned above, the navigation application
generates the 3D view of the navigated map in some embodi-
ments by rendering the map view from a particular position in
the three dimensional scene that can be conceptually thought
of as the position of a virtual camera that is capturing the map
view. This rendering is further described below by reference
to FIG. 5.

The third stage 315 then illustrates the navigation presen-
tation at the end of its transition into its 3D appearance. As
shown by the difference between the heights of the buildings
in the second and third stages, the transition from 2D to 3D
navigation in some embodiments includes an animation that
shows three-dimensional objects in the navigated map
becoming larger. Generating such animation that shows
objects rising/falling and becoming larger/smaller is further
described in the U.S. patent application Ser. No. 13/632,027,
entitled “Displaying 3D Objects in a 3D Map Presentation,”
filed on Sep. 30, 2012, now published as U.S. Patent Publi-
cation 2014/007119. U.S. patent application Ser. No. 13/632,
027, now published as U.S. Patent Publication 2014/0071119
is incorporated herein by reference.

Some embodiments use a cinematic transition from the 2D
map view to the 3D map view or vice versa. For instance,
when the mapping application receives a selection of the 3D
control 250 while showing a starting location of a route, the
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mapping application begins from the 2D map view and tran-
sitions smoothly from a first virtual camera view for the 2D to
a new virtual camera 3D view that is more zoomed in and
pointing in the direction of the start of the route. In doing so,
the virtual camera performs a combination of translation,
zoom, and rotation operations in order to reach the start of the
route for navigation. That is, the virtual camera moves in an
arc and rotates upward as the camera moves downward along
the arc. Also, the mapping application may rotate the arc itself
to align the virtual camera viewpoint to the initial road seg-
ment of the route. In other words, the mapping application
rotates the map during the cinematic transition.

FIG. 4 illustrates a device 400 that displays a mapping
application as the application transitions from a non-immer-
sive map view for map browsing into an immersive map view
for navigation, over six stages 405-430.

The first stage 405 illustrates a user selecting a quick-route
button for a location “Pizza Place” in order to generate a route
from the user’s current location (near the center of the screen
of'device 400) to the selected location. The second stage 410
illustrates the mapping application displaying a route 435 to
reach the location “Pizza Place.” At the second stage 410, the
user selects the “Start” Ul control 440. Accordingly, the appli-
cation begins entering navigation.

As shown at the third through sixth stages 415-430, some
embodiments use a cinematic transition from the 2D (or 3D)
non-immersive map view into the 3D immersive map view.
The application display begins from its current state (that
shown at 410) and transitions smoothly from the first virtual
camera view to the new virtual camera view that is more
zoomed in and pointing in the direction of the start of the
route. In doing so, the virtual camera may perform a combi-
nation of translation, zoom, and rotation operations in order
to reach the start of the route for navigation. As shown in these
stages, the virtual camera moves and rotates into its eventual
location behind the navigation location indicator (i.e., the
puck) shown in the sixth stage 430.

Also, in some embodiments, the mapping application pro-
vides two different types of 3D presentations—an immersive
3D presentation and a non-immersive 3D presentation. The
immersive presentation in some embodiments not only dis-
plays more geometries but also displays more details for the
geometries that are displayed in the non-immersive presen-
tation. The mapping application also provides smooth transi-
tions between the non-immersive and immersive presenta-
tions.

To achieve such smooth transitions and generate other
novel effects, the mapping application of some embodiments
uses a novel image processing pipeline. This pipeline per-
forms a variety of pre-load operations to download, retrieve
and/or decompress map tiles that may be needed for a navi-
gation presentation, to prepare its rendering pipeline for its
rendering operations, and to prepare a duplicate pipeline to
smoothly transition between the immersive and non-immer-
sive 3D presentations. In order to display immersive and
non-immersive 3D map presentations, some embodiments
have to generate a variety of tiles for client devices to render
in order to generate roads, building, and surrounding scenery.
In some embodiments, examples of such tiles include road
and building tiles used for non-immersive 3D presentations,
and navigation and building tiles used for immersive 3D
presentations. This pipeline is described in above-incorpo-
rated U.S. patent application Ser. No. 13/632,102, entitled
“Problem Reporting in Maps,” filed on Sep. 30, 2012, now
published as U.S. Patent Publication 2013/0326407. This
pipeline is also described in detail in the U.S. patent applica-
tion Ser. No. 13/632,040, entitled “Virtual Camera for 3D
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Maps,” filed on Sep. 30, 2012, now published as U.S. Patent
Publication 2013/0321401. U.S. patent application Ser. No.
13/632,040, now published as U.S. Patent Publication 2013/
0321401 is incorporated herein by reference.

In some embodiments, the non-immersive and immersive
viewing modes are viewing modes for viewing different 3D
maps that have different constructs and/or geometries. For
instance, the non-immersive viewing mode of some embodi-
ments is for viewing a 3D map that includes roads, buildings,
land cover, etc. The immersive viewing mode is for viewing a
more detailed 3D map that includes the same or similar ele-
ments (e.g., roads, buildings, land cover, etc.) as the 3D map
for the non-immersive viewing mode. However, this more
detailed 3D map also includes higher detail constructs (e.g.,
trees, foliage, sidewalks, medians, lanes of roads, road
asphalt, medians, cross walks, etc.) that provide a more real-
istic and rich 3D map.

In addition, the non-immersive and immersive viewing
modes may be defined for viewing 3D maps at different
ranges of zoom levels. For example, the non-immersive view-
ing mode of some embodiments is defined for viewing a 3D
map at low zoom levels (e.g., zoom levels 0-14) while the
immersive viewing mode of some embodiments is defined for
viewing the 3D map at high zoom levels (e.g., zoom levels
16-21). The viewing modes may be defined to view any
number of different zoom levels in different embodiments. In
some instances, the range of zoom levels of the immersive
viewing mode are defined as higher zoom levels than, lower
zoom levels than, the same zoom levels as, or zoom levels that
overlap with the zoom levels defined for the non-immersive
viewing mode. These viewing modes and other aspects of the
mapping application are described in the U.S. patent applica-
tion Ser. No. 13/632,040, entitled “Virtual Camera for 3D
Maps,” filed on Sep. 30, 2012, now published as U.S. Patent
Publication 2013/0321401. U.S. patent application Ser. No.
13/632,040, now published as U.S. Patent Publication 2013/
0321401 is incorporated herein by reference.

1. Virtual Camera

The navigation application of some embodiments is
capable of displaying navigation maps from multiple per-
spectives. The application can show maps in three dimensions
(3D) or in two dimensions (2D). The 3D maps are generated
simulations of a virtual scene as seen by a virtual camera.
FIG. 5 presents a simplified example to illustrate the concept
of a virtual camera 512. When rendering a 3D navigation
map, a virtual camera is a conceptualization of the position in
the 3D map scene from which the device renders a 3D view of
the scene. FIG. 5 illustrates a location in a 3D navigation map
scene 510 that includes four objects, which are two buildings
and two intersecting roads. To illustrate the virtual camera
concept, this figure illustrates three scenarios, each of which
corresponds to a different virtual camera location (i.e., a
different rendering position) and a different resulting view
that is displayed on the device.

The first stage 501 shows the virtual camera 512 at a first
position pointing downwards at an angle (e.g., a 30 degree
angle) towards the 3D scene 510. By rendering the 3D scene
from the position and angle shown in stage 501 the applica-
tion generates the 3D map view 518. From this position, the
camera is pointing at a location that is a moving position in
front of the device. The virtual camera 512 is kept behind the
current location of the device. “Behind the current location”
in this case means backward along the navigation applica-
tion’s defined path in the opposite direction from the current
direction that the device is moving in.

The navigation map view 518 looks as though it was shot
by a camera from above and behind the device’s location
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indicator 516. The location and angle of the virtual camera
places the location indicator 516 near the bottom of the navi-
gation map view 518. This also results in the majority of the
screen being filled with the streets and buildings ahead of the
present location of the device. In contrast, in some embodi-
ments, the location indicator 516 is in the center of the screen,
with half of the screen representing things ahead ofthe device
and the other half representing things behind the device. To
simplify the figure, no road signs are depicted for the views
518, 528, and 538.

The second stage 502 shows the virtual camera 512 at a
different position, pointing downwards towards the scene 510
at a larger second angle (e.g., —45°). The application renders
the scene 510 from this angle, resulting in the 3D navigation
map view 528. The buildings and the roads are smaller than
their illustration in the first navigation map view 518. Once
again the virtual camera 512 is above and behind the location
indicator 516 in the scene 510. This again results in the
location indicator appearing in the lower part of the 3D map
view 528. The location and orientation of the camera also
results again in the majority of the screen displaying things
ahead of the location indicator 516 (i.e., the location of the car
carrying the device), which is what someone navigating needs
to know.

The third stage 503 shows the virtual camera 512 at a
top-down view that looks downwards on a location in the 3D
map scene 510 that was used to render the 3D views 518 and
528. The scene that is rendered from this perspective is the 2D
map view 538. Unlike the 3D rendering operations of the first
and second stages that in some embodiments are perspective
3D rendering operations, the rendering operation in the third
stage is relatively simple as it only needs to crop a portion of
the 2D map that is identified by a zoom level specified by the
application or the user. Accordingly, the virtual camera char-
acterization in this situation somewhat unnecessarily compli-
cates the description of the operation of the application as
cropping a portion of a 2D map is not a perspective rendering
operation.

At the third stage 503, the mapping application in some
embodiments switches from rendering a 3D scene from a
particular perspective direction to cropping a 2D scene when
the camera switches from the 3D perspective view to a 2D
top-down view. This is because in these embodiments, the
application is designed to use a simplified rendering opera-
tion that is easier and that does not generate unnecessary
perspective artifacts. In other embodiments, however, the
mapping application uses a perspective rendering operation
to render a 3D scene from a top-down virtual camera position.
In these embodiments, the 2D map view that is generated is
somewhat different than the map view 538 illustrated in the
third stage 503, because any object that is away from the
center of the view is distorted, with the distortions being
greater the further the object’s distance from the center of the
view.

The virtual camera 512 moves along different trajectories
in different embodiments. Two such trajectories 550 and 555
are illustrated in FIG. 5. In both these trajectories, the camera
moves in an arc and rotates downward as the camera moves
upward along the arc. The trajectory 555 differs from the
trajectory 550 in that in the trajectory 555 the camera moves
backward from the current location as it moves up the arc.

While moving along one of the arcs, the camera rotates to
maintain a point ahead of the location indicator at the focal
point of the camera. In some embodiments, the user can turn
off the three dimensional view and go with a purely two
dimensional view. For example, the application of some
embodiments allows a three dimensional mode to be turned
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on and off by use of'a 3D button 560. The 3D button 560 is
essential to the turn-by-turn navigation feature, where ithas a
role as an indicator and a toggle. When 3D is turned off, the
camera will maintain a 2D navigation experience, but when
3D is turned on, there may still be some top-down perspec-
tives when 3D viewing angles are not appropriate (e.g., when
going around a corner that would be obstructed in 3D mode).
2.3D Control

FIG. 6 illustrates in six different stages 605-630 that the
mapping application of some embodiments changes the
appearance of the 3D control to indicate difterent 2D and 3D
states of the map view. The first stage 605 illustrates that the
mapping application is displaying a map and the floating
controls including the 3D control 150. The mapping applica-
tion is displaying the map in 2D at a certain low zoom level
(map has not been zoomed in much) as shown. The 3D control
150 is displayed using a first appearance (e.g., grey letters
“3D”) to indicate the 3D map data is not available at this
particular zoom level. The first stage 605 also shows that the
mapping application is receiving the user’s gestural input to
zoom in on the map (i.e., to increase the zoom level).

The second stage 610 shows that the mapping application
is displaying the map at a higher zoom level than it did at the
previous stage 605. However, the 3D control 150 is maintain-
ing the first appearance because the 3D map data is still not
available even at this particular higher zoom level. The second
stage 610 also shows that the mapping application is receiv-
ing another gestural input to zoom in on the map further.

The third stage 615 shows that the mapping application is
displaying the map at a higher zoom level than it did at the
previous stage 610. The mapping application has changed the
appearance of the 3D control 150 into a second appearance
(e.g., “3D” in black letters) to indicate that the 3D map data is
available at this zoom level. When the mapping application
receives a selection of the 3D control 150, the mapping appli-
cation of some embodiments would change the appearance of
the 3D control 150 to a third appearance (e.g., “3D” in blue
letters) and display the map in 3D (e.g., by changing into a
perspective view from a straight-down view for 2D). The
third appearance therefore would indicate that the map is
displayed in 3D. The third stage 615 shows that the mapping
application is receiving yet another gestural input to zoom in
the map even further to a higher zoom level. The third stage
615 shows that the mapping application is displaying build-
ings in the map as grey boxes at this zoom level.

The fourth stage 620 shows that the mapping application is
displaying the map at a higher zoom level than it did at the
previous stage 615. The mapping application has changed the
appearance of the 3D control 150 into a fourth appearance
(e.g., a building icon in a first color as shown) in order to
indicate that 3D immersive map data for rendering an immer-
sive 3D map view is available at this zoom level. The fourth
stage 620 also shows that the mapping application of some
embodiments is receiving a selection of the 3D control 150.

The fifth and sixth stages 625 and 630 show subsequent
views (though not necessarily successive views) that the map-
ping application provides after it starts to provide a 3D
immersive map view. The zoom level does not change
between the fifth and sixth stages in some embodiments but
the height of the buildings in the map views increases to
provide an animation that conveys that the view is moving
into the 3D immersive map view from the 2D view. Also, from
the fourth stage 620 to the fifth stage 625, the mapping appli-
cation has changed the appearance of the 3D control into the
fifth appearance (e.g., a building icon in a second color as
shown) in order to indicate that the map is displayed in the 3D
immersive view.
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3. Automatic Changing of Views

The application of some embodiments allows any particu-
lar virtual camera angle to be used, not just the 30 degree and
60 degree angles specified here. The application of some
embodiments allows the user to set the downward angle for
the camera. The application of some embodiments automati-
cally adjusts the angle of the camera for various reasons, (e.g.,
to keep a particular point of focus near the top of the screen).
In still other embodiments, the navigation application auto-
matically sets the angle of the camera, but allows the user to
override the automatically set angle.

In some embodiments, when a device running the naviga-
tion application in a 3D mode is about to reach a junction with
a turn, the navigation application switches to a 2D mode in
order to enable the user to more clearly identify the turn. FIG.
7 illustrates the switching from 3D mode to 2D mode of some
embodiments. The figure is shown in five stages 701-705. In
stage 701, the application shows a navigation map in a 3D
view. The navigation box 710 shows a right turn in 50 feet.
The map 712 is in 3D as is the location identifier 714.

As the device approaches the junction in stage 702 (as
indicated by navigation box 720) the 3D map 712 switches to
a 2D map 722 with the location indicator 724 in 2D as well.
The mapping application also changes the appearance of the
3D control 150 to indicate that the map is now in 2D. The map
722 remains in 2D as the device rounds the corner in stage
703. As the device rounds the corner, the navigation box 730
with the instructions “turn right into A St.” in stage 703 is
replaced by the navigation box 740 with the instructions “0.5
miles continue straight on A St” in stage 704. The map
remains in 2D in stage 704 until the corner has been fully
navigated at which point, in stage 705, the map returns to a3D
view with new instructions “0.3 miles Destination will be on
your left” in navigation box 750. The mapping application
also has changed the appearance of the 3D control 150 to
indicate the map is now back in 3D.

In some embodiments, the navigation application deter-
mines some or all of the following five pieces of information
for every location update (e.g., 1 time per second). First, the
navigation application determines the location of the point of
reference (i.e. the user’s location).

Second, the navigation application determines the location
of the point of focus of the virtual camera, which is used to
determine which direction the virtual camera should face. If
the user is off-route, the point of focus will be a fixed distance
ahead of the user along the user’s direction of travel (if that
can be determined) or a fixed distance north of the user (if the
user’s direction of travel cannot be determined). If the user is
on-route, the point of focus will be a fixed distance ahead of
the user along the route, with the angle between the vector
from the user and this point of focus and the user’s travel
direction capped at a maximum value. This allows the virtual
camera to subtly peek around turns before the user actually
turns. For example, if the route turns a corner shortly ahead,
the point of focus will be a point around the corner from the
current location of the device. As turning the virtual camera to
face that actual point could cause the virtual camera to
directly face a building, the virtual camera is capped as to how
far off the present direction it can look. Third, the navigation
application determines the location of the point of interest
(e.g., the location of an upcoming intersection).

Fourth, the navigation application determines the virtual
camera view style (top-down centered, top-down forward, or
rooftop). “Top-down centered” means that the virtual camera
should look straight down on the user’s location such that the
user’s location is in the center of the screen. “Top-down
forward” means the virtual camera should look straight down
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on the user’s location such that the user’s location is toward
the bottom of the screen. “Rooftop” means the virtual camera
should be behind the user’s location and pitched so that it is
looking forward along the vector from the user’s location to
the point of focus. If the user is off-route or the user’s direc-
tion of travel cannot be determined (e.g., when the user is
parked), the virtual camera will be in top-down centered view
style. Otherwise, the view style will be determined by
whether the user has requested “2D” navigation or not. If the
user has requested 2D navigation, the view style will be
top-down forward. Otherwise, the view style will be rooftop.

Fifth, the navigation application determines the virtual
camera focus style (e.g., cruise or hard focus). “Cruise focus
style” means the virtual camera should adopt a preset height
and pitch angle based on the view style. “Hard focus” means
that the virtual camera should adjust its height (in the case of
top-down centered or top-down forward view styles) or pitch
(in the case of rooftop view style) so that the given point-of-
interest is just on screen (i.e. the virtual camera should focus
in on the point-of-interest as the user approaches it). When far
from an intersection, the navigation application puts the vir-
tual camera in cruise focus mode. When approaching an
‘interesting’ intersection, the navigation application puts the
virtual camera in hard focus mode as described above and the
location of the intersection (point of interest) will be passed to
the virtual camera. When in hard focus mode, the application
adjusts the virtual camera’s height (in the case of top-down
centered or top-down forward view styles) or pitch (in the
case of rooftop view style) so that the intersection is at a
reasonable position on screen. A given intersection is deter-
mined to be ‘interesting’ enough to focus on using the angle at
which the user will leave the intersection. If the angle is large
enough (e.g., a 90 degree right turn), the intersection is con-
sidered to be ‘interesting’ and the virtual camera will focus on
it. If the angle is too small (e.g., merging onto a freeway), the
virtual camera will stay in cruise focus style

From these five pieces of information, the navigation appli-
cation computes the virtual camera’s desired position and
orientation. From the desired position and orientation, the
positions of the following three key points can be extracted:
(1) the virtual camera’s position, (2) the intersection between
the virtual camera’s forward vector and the ground, and (3) a
point along the virtual camera’s right vector. The three points
are animated independently from each other as follows: (1)
when a new point is available, the application fits a cubic
polynomial between the last evaluated position/tangent for
that point and the new point and (2) every step of the anima-
tion, the navigation application evaluates the cubic polyno-
mials for each curve and extracts the virtual camera position
and orientation from them.

4. User Adjustment of Camera Height

Besides (or instead of) having the navigation application
control the camera (e.g., turning from 3D to 2D when going
around corners) some embodiments also allow the user to
adjust the level of the camera. Some embodiments allow the
user to make a command gesture with two fingers to adjust the
distance (height) and angle of the camera. Some embodi-
ments even allow multiple types of gestures to control the
camera. FIG. 8 illustrates the adjustment of the distance of a
virtual camera by contracting and expanding gestures. The
figure is shown in three stages 801-803. In stage 801, the
application shows a basic scene 810 with a virtual camera 812
at the default level for 3D viewing and the screen view 814
rendered from the scene 810. The basic scene contains two
buildings and a T-junction. In stage 801, the buildings are
viewed from a 45 degree downward angle and a particular
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height that makes them seem a particular size. The location
indicator 816 is also shown at a particular size.

In stage 802, the user makes a gesture by placing two
fingertips near each other on the screen of the device, on the
screen view 824 and moving the fingertips apart while they
are on the screen. Moving the fingertips apart has the effect of
making the map (both the part between the fingers and the rest
of the map) larger. In order to make the things in the map
appear larger, the application causes the virtual camera 812 to
zoom in. In some embodiments, the line 850 that the mapping
application uses to move the virtual camera 812 along is a line
formed by the front of the virtual camera 812 and the virtual
camera 812’s point of focus. The mapping application of
some embodiments moves the virtual camera 812 along a line
formed by the front of the virtual camera 812 and a location in
the 3D map 810 based on the user’s input to zoom into the
view of the 3D map 810.

After zooming in for stage 802, the user decides to zoom
out for stage 803. In this stage the user has placed two fingers
on the screen and brought them closer together. Bringing the
fingers closer together has the effect of shrinking the map
(both the part between the fingers and the rest of the map). The
zoom-out adjustment is accomplished by moving the virtual
camera 812 moving farther away from the 3D map 810 along
the line 855. In some embodiments, the line 855 that the
mapping application uses to move the virtual camera 812
along is a line formed by the front of the virtual camera 812
and the virtual camera 812’°s point of focus. The mapping
application of some embodiments moves the virtual camera
812 along a line formed by the front of the virtual camera 812
and a location in the 3D map 810 based on the user’s input to
zoom into the view of the 3D map 810.

Rendering a 3D map view using the virtual camera 812 at
this position results in a 3D map view 834 in which the
buildings and the roads appear farther than the position illus-
trated in the 3D map view 824. As shown by the dashed-line
version of the virtual camera 812, the virtual camera 812
moved farther from the 3D map 810 along the line 855.

In addition to being controllable by zooming in and out,
some applications allow a user to change the angle of the
virtual camera. FIG. 9 illustrates an embodiment of a camera
whose angle can be adjusted by gestures. The figure is shown
in three stages 901-903. In stage 901, the camera is pointing
downward at 45 degrees at scene 910. Scene 910 contains two
buildings and a T-junction which are shown in screen view
914. The buildings are shown from a particular angle and a
particular size. The location indicator 916 is also shown at a
particular size.

In stage 902, the user has placed two fingers 920 on the
screen approximately horizontal to each other and dragged
up. This has the apparent effect of dragging the scene up with
the fingers. The scene rising is accomplished by the virtual
camera 912 lowering and changing its viewing angle from 45
degrees to 30 degrees. In the screen view 924, the buildings
and the location indicator look taller than in stage 901.

After the user drags the scene up in stage 902, the user then
drags the scene down in stage 903. To do this, the user again
placed two fingers 930 on the screen and drags them down.
This drags the scene down along with the fingers 930. The
scene dropping is accomplished by the virtual camera 912
rising and changing its angle with the scene 910 to 60 degrees
downward. In stage 903, the camera 912 has moved farther up
and is angled down more than in stage 901. Accordingly, the
buildings and location identifier 916 again look shorter and
smaller in stage 903 than in stage 901.

In some embodiments, the mapping application provides
an inertia effect for different operations (e.g., panning, rotat-
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ing, entering from 2D to 3D). When a user provides a particu-
lar type of input (e.g., input that terminates at a velocity
greater than a threshold velocity) to pan the 3D map, the
mapping application generates an inertia effect that causes the
3D map to continue panning and decelerate to a stop. The
inertia effect in some embodiments provides the user with a
more realistic interaction with the 3D map that mimics behav-
iors in the real world. Details of inertia effects and implemen-
tations of inertia effects are described in U.S. patent applica-
tion Ser. No. 13/632,040, entitled “Virtual Camera for 3D
Maps,” filed on Sep. 30, 2012, now published as U.S. Patent
Publication 2013/0321401. U.S. patent application Ser. No.
13/632,040, now published as U.S. Patent Publication 2013/
0321401 is incorporated herein by reference.

The application of some embodiments allows the distance
and angle of the camera to be independently controlled. For
example, it allows the distance to be controlled by the con-
tracting and expanding finger gestures and the angle to be
controlled by the dragging of horizontally placed fingers.
Other embodiments use whichever gesture is being per-
formed to set either a distance or an angle of the camera, with
the other variable being set automatically. While FIGS. 8 and
9 show gestures being performed in a certain direction lead-
ing to certain results, in some embodiments, one or both of
these gestures could be reversed. For example, in some
embodiments, dragging horizontally placed fingers down
may bring the camera down rather than bringing the scene
down. That would have the effect of moving the scene down
when the fingers move up and moving the scene up when the
fingers move down.

FIG. 10 conceptually illustrates a feature provided by the
mapping application of some embodiments for maintaining
the position of a virtual camera within a defined range along
an arc. In particular, FIG. 10 illustrates the virtual camera
1000 at three different stages 1005-1015 that show the virtual
camera 1000’s position maintained within a defined range of
arc 1050. As shown in FIG. 10, a location in a 3D map 1035
includes two buildings and two roads forming a T-junction.

The first stage 1005 shows the virtual camera 1000 at a
particular position along the arc 1050. As shown, the arc 1050
represents a defined range (e.g., angular range) within which
the virtual camera 1000 is movable. The first stage 1005 also
shows three positions 1055-1065 along the arc 1050 (e.g.,
perspective view angles). In this example, the mapping appli-
cation moves the virtual camera 1000 along the arc 1050
between the high perspective end of the arc 1050 (e.g., the
position along the arc 1050 when the virtual camera 1000 is
most tilted downwards) and the position 1055 in a manner
similar to that described above by reference to FIG. 9. Ren-
dering a 3D map view based on the virtual camera 1000°s
position in the first stage 1005 results in 3D map view 1025.

When the virtual camera 1000 passes the position 1055
while moving towards the low perspective end of the arc
1050, the mapping application reduces the speed (e.g., decel-
erates) that the virtual camera 1000 moves towards the low
perspective end of the arc 1050 regardless of the input pro-
vided by a user. In some embodiments, the mapping applica-
tion reduces the speed of the virtual camera 1000 at a constant
rate while, in other embodiments, the mapping application
reduces the speed of the virtual camera 1000 at an exponential
rate. Additional and/or different methods for decreasing the
speed of the virtual camera 1000 are used in some embodi-
ments.

The second stage 1010 shows that the virtual camera 1000
has moved to a position along the arc 1050 at or near the low
perspective end of the arc 1050. As shown, a user is providing
input to adjust the perspective of the view of the 3D map 1035
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by touching two fingers on the screen and dragging the two
fingers in an upward direction (e.g., a swipe gesture). In
response to the input, the mapping application moved the
virtual camera 1000 toward the low perspective end of the arc
1050 while tilting the virtual camera 1050 upwards. When the
virtual camera reaches the position 1065 along the arc 1050,
the mapping application prevents the virtual camera 1000
from moving lower and beyond the position 1065 even while
the user continues to provide input to decrease the perspective
of the view of the 3D map 1035 (e.g., the user continues to
drag the two fingers upwards on the touchscreen).

In some embodiments, when the user stops providing input
to decrease the perspective of the view of the 3D map 1035
(e.g., the user lifts the two fingers off the touchscreen), the
mapping application “bounces” or “snaps” the position of the
virtual camera 1000 from the position 1065 up to the position
1060 along the arc 1050. As the mapping application is gen-
erating or rendering 3D map views of the 3D map 1035 based
on the view of the virtual camera 1000 during the bounce or
snap motion, the generated 3D map views provide a bounce
animation that displays the 3D map view briefly bouncing or
snapping down in order to indicate to the user that the per-
spective of the map view cannot be decreased any farther.
Rendering a 3D map view using the virtual camera 1000
positioned at this angle results in a 3D map view 1030 in
which the buildings and the roads are taller compared to the
map view 1025.

The third stage 1015 shows the virtual camera 1000 after
the mapping application has bounced or snapped the position
of' the virtual camera 1000 to the position 1060 in response to
the user ceasing to provide input. Different embodiments use
different techniques for implementing the bounce or snap of
the virtual camera 1000. For instance, the mapping applica-
tion of some embodiments starts quickly accelerating the
virtual camera 1000 along the arc 1050 for a defined distance
oruntil the virtual camera 1000 reaches a defined speed. Then
the mapping application decelerates the virtual camera 1000
for the remaining distance to the position 1060 along the arc
1050. Other ways to implement the bounce or snap effect are
used in some embodiments. Rendering a 3D map view using
the virtual camera 1000 positioned at the position 1060 along
the arc 1050 in the third stage 1015 results in a 3D map view
1040 in which the buildings appear a little smaller and flatter
and the roads appear a little smaller compared to the map view
1030.

As described above, FIG. 10 illustrates a technique for
preventing a virtual camera from moving beyond the low
perspective end of an arc. Alternatively or in conjunction with
preventing the virtual camera from moving beyond the low
perspective end of the arc, the mapping application of some
embodiments utilizes a similar technique for preventing the
virtual camera from moving beyond the high perspective end
of'the arc. In addition, FIG. 10 shows an example of a position
along an arc at which to slow down a virtual camera, a posi-
tion along the arc to prevent the virtual camera from moving
past, and a position along the arc to which the virtual camera
snaps or bounces back. Different embodiments define the
positions any number of different ways. For instance, in some
embodiments, the position along the arc at which to slow
down the virtual camera is the same or near the position along
the arc to which the virtual camera snaps or bounces back.

C. Other User Interactions

1. Appearing and Disappearing Controls

The applications of some embodiments, while navigating,
have a full screen mode. That is, during the actual providing
of directions, the controls that ordinarily take up some of the
screen surface are hidden. FIG. 11 illustrates a full screen
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mode of some embodiments. The figure is shown in six stages
1101-1106. In stage 1101a set of navigation instructions is
activated by the selection of a start button 1110. By selecting
the start button, the user selects the highlighted route from
two possible routes. The non-highlighted route disappears,
and a smaller scale navigation map 1121 appears in stage
1102. The first stage 1101 shows that the road names are on
the roads because the mapping application is displaying a
map view. The first stage 1101 also shows that the position
control 1130 is displayed for the mapping application is dis-
playing a map view. The selection of the list control 1132 will
cause the mapping application to display the available routes
in a list format.

Also in stage 1102, the first instruction 1120 is shown along
with an end control 1122, trip status area 1124 (including an
ETA, atrip duration estimate, and a distance of planned route
indicator), an overview button 1126, status bar 1127, anda3D
control 1128. The end button 1122 ends the running of the
navigation instructions. The status area 1124 displays infor-
mation about the planned route. The overview button 1126
displays an overview of the route. The 3D control is an indi-
cator of whether the navigation application is showing a scene
in 3D or 2D and a toggle for entering and leaving 3D mode.
The selection of the list control 1132 at this stage will cause
the mapping application to display the set of navigation
instructions in a list format. This stage also shows that the
road names are displayed in banners rather than on the roads
because the mapping application is operating in the naviga-
tion mode.

After a brief amount of time, the end control 1122, the list
control 1132, status area 1124, overview button 1126, and 3D
control 1128 disappear. In some embodiments, the controls
disappear abruptly, while in other embodiments the controls
fade away. In some embodiments, the status bar 1127 at the
top of the screen also vanishes and navigation box 1120
moves to the top of the screen.

The absence of the controls and movement of navigation
box 1120 is shown in stage 1103, in which the navigation map
1121 is seen without the controls except for the raised navi-
gation box 1120. The user can restore the hidden controls by
tapping the screen in some embodiments. This is demon-
strated in stages 1104 and 1105. In stage 1104, the user taps
the screen with finger 1140. In stage 1105, as a result of the tap
in the previous stage, the controls are back and the navigation
box 1120 has dropped back down to its original position. The
restored controls include end control 1122, status area 1124,
overview button 1126, status bar 1127, and 3D control 1128.
Once the controls are back, the user can make the controls
vanish again by tapping, as shown in stage 1105 where a user
taps the screen with finger 1150 to restore the navigation
application to full screen mode in stage 1106. In addition to
the hidden controls, in full-screen in some embodiments the
touch interaction with the map is greatly restricted. In some
embodiments, more controls exist that are shown in some
modes, but hidden in full screen mode (e.g., a list control).

In some embodiments, when the controls are shown and
there is an addition to the status bar (e.g., a phone call status
bar showing the length of an ongoing call) the navigation box
is shortened in order to make more room for the expanded
status bar. This is shown in FIG. 12, which illustrates the
navigation application with the controls hidden and revealed
during a phone call on the device. FIG. 12 includes stages
1201 and 1202. In stage 1201 the controls of the navigation
application are hidden and the navigation box 1210 and map
1215 are visible. The user taps on the touchscreen with finger
1217 to command the navigation application to show its con-
trols. In stage 1202, the navigation application shows its
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controls 1220 and also shows a phone call status bar 1222
under the status bar 1224. The navigation application has less
room due to the phone call status bar 1222. To compensate for
the smaller amount of screen area available to the navigation
application, the navigation application of some embodiments
shrinks the navigation box 1210 when the phone call status
bar 1222 is on the screen. In some embodiments, when the
navigation box shrinks, the text and/or direction arrow in the
box is altered to fit the reduced amount of area available for
the text and arrow.

2. Ending Navigation

In the ordinary course of the running of a set of navigation
instructions by a navigation application, as the device reaches
each new junction that needs navigation instructions, the
instructions for the next such junction appear. This continues
until the device reaches its destination. When the destination
is reached, the navigation application stops providing instruc-
tions and the running of the programmed route ends. FIG. 13
illustrates in four stages 1301-1304 the end of a programmed
route. In stage 1301, the application is running with hidden
controls and the navigation box 1310 is showing that the
destination is only 1000 feet away. The destination is shown
on the map as a pin 1312 with a round head. However, one of
ordinary skill in the art will understand that other symbols
could be used in applications of other embodiments and that
in some embodiments no symbol is used and the line merely
ends. As the device moves closer to its destination, the navi-
gation application counts down the distance. In stage 1302,
the navigation box 1320 shows that there are only 100 feet to
go to the destination. In stage 1303, the device has just
reached its destination. Navigation box 1330 indicates that
the destination is on the left and includes a symbol of an arrow
pointing at the center of a target. Later, in stage 1304, with the
device having reached its destination, the navigation applica-
tion has shut navigation box 1320 down leaving the user with
a map 1340, but no further directions.

In some embodiments, destinations can be in places not
reachable by car, for example, the end pin could be in the
middle of a park. In some such embodiments, the driving
directions will end, but there will be continued directions for
foot travel. In other such embodiments, the application will
not give textual directions for travel on foot, but will still
maintain a pin on the location (e.g., the middle of a park)
when displaying maps in map mode or in locked mode. In
some such embodiments, the last instruction after the auto-
motive portion of the journey ends will be a direction “please
reach on foot”.

FIG. 13 illustrates what happens when a navigation appli-
cation guides the user all the way to its final destination.
However, in some embodiments, the user may change the
user’s mind about getting directions. The user may want to
stop along the way, change destinations, or for some other
reason, may want to end the running of the set of navigation
instructions. Accordingly, the application of some embodi-
ments includes an “end” button. The end button stops the
running of a set of navigation instructions and in some
embodiments leaves the user in the same condition as if they
had reached the destination (e.g., no instructions but with a
map). FIG. 14 illustrates a navigation program ending con-
trol. The figure is shown in two stages 1401 and 1402. Stage
1401 shows a navigation application with its controls visible.
The controls include an “end” button 1410. The user is tap-
ping the button with finger 1412. The navigation application
is far from its destination, as indicated by navigation box
1414, which states that the next junction is 20 miles away, and
by route 1416, which stretches off into the distance ahead of
position indicator 1418. In stage 1402, because the user has
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tapped the end button 1410, the navigation box 1414 disap-
pears as does the route 1416. The position indicator 1418 is
also gone in this stage, replaced by a spherical position indi-
cator 1428.

3. Gestures to Look to the Side of the Route During Navi-
gation

As described above, the default behavior for the virtual
camera is to follow the location of the device through a virtual
world and point down and in the direction the device is mov-
ing, or at least to a part of its route a short way ahead of the
device’s present position. However, it is not always desirable
to have the camera pointing straight ahead. Sometimes the
user wants the camera to point at an angle instead. Accord-
ingly, the navigation application of some embodiments
rotates the virtual camera around when the user drags the map
sideways.

FIG. 15 illustrates the rotation of a map when a user pushes
it sideways. The figure includes four stages 1501-1504. In
stage 1501, the application is shown in its default mode, with
the street 1510 (Main St.) and the current route 1512 running
parallel to the sides of the screen on the 3D map 1514. In this
stage 1501 the user begins pushing the map to the left. In the
next stage 1502, the virtual camera has moved to the left and
rotated to the right. That is, the 3D map 1514 has changed as
though the virtual camera has moved to the left and rotated to
the right. The map 1514, having been rotated, now shows the
faces of the buildings on the right side of the street. In some
embodiments, there is a maximum threshold to how far the
map will rotate. In some embodiments, as well as being able
to move the map from side to side, the user can move to a view
slightly ahead of or slightly behind the location indicator
(e.g., by dragging down or up with one finger). In some such
embodiments, the amount that the map can be moved ahead or
behind by dragging is also capped.

In the illustrated embodiment, the application only rotates
the buildings while the user is dragging the map to the left (or
right), or for a short time after (e.g., with simulated inertia).
Once the user stops dragging the map 1514 or holding his
finger in place to hold the map 1514 in place, the map 1514
reverts to its default view in the direction of the route the
camera is taking. This is shown in stage 1503 in which the
user has stopped dragging the map 1514 and the virtual cam-
era is rotating and/or moving back to its original position
directly behind the device as it moves on its route. By stage
1504, the map 1514 has resumed its previous orientation. In
some embodiments, the virtual camera merely rotates when
the map is dragged sideways, rather than moving as well as
rotating. While in other embodiments, the camera revolves
around the location identifier so that the location identifier
appears to be a fixed point while the map revolves around it.

4. Route Overview Mode

In some cases, rather than looking at only a small scale map
that shows the next junction, some users may sometimes want
to get a look at the big picture. That is, the users may want to
look at the entirety of their navigation application’s planned
route while the user is traveling over the route. Therefore
some embodiments provide an overview option that shows
the user the entire route. FIGS. 16 and 17 illustrate overview
controls. FIG. 16 includes two stages 1601 and 1602. In stage
16014 navigation map 1610, overview button 1612, finger
1614, and list control 1617 are shown. In navigation map
1610, the location indicator 1616, shows that the device is on
Main St. close to 1st St. The stage 1601 also shows that the
mapping application is displaying the road names in banners
1618 because the mapping application is operating in the
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navigation mode. In this stage the finger 1614 hits overview
button 1612 causing the overview to be displayed in stage
1602.

In stage 1602, the navigation application has displayed an
overview map 1620, resume button 1622, location indicator
pin 1626, end pin 1628 and position indicator control 1630.
The overview map 1620 shows the user his entire planned
route starting from the present position. In the illustrated
embodiment, the overview map focuses on the remaining
route, not the entire route from the beginning, as it does not
show a light colored line indicating the previously traveled
route. However, in some embodiments, the overview map
shows the entire route rather than just the route from the
current location of the device. In some embodiments, list
control 1617 is also present in the overview map to allow the
user to go directly from the overview map to a list of maneu-
vers (e.g., upcoming turns). The second stage 1602 also
shows that the road names are displayed on the road because
the mapping application is displaying the overview map (i.e.,
not in the navigation mode). It is to be noted that the mapping
application of some embodiments alternatively or conjunc-
tively uses banners to display the road names regardless of the
mode in which the mapping application is operating.

The resume button 1622 switches the navigation applica-
tion back to the navigation view of stage 1601. The location
indicator pin 1626 and the end pin 1628 show the current
location of the device and the final destination of the naviga-
tion route, respectively. In some embodiments, the applica-
tion allows a user to move the map around, zoom in and out,
and otherwise focus on different parts of the overview map
1620. The position indicator control 1630 in some embodi-
ments centers the map on the location indicator pin 1626.

In some embodiments, the overview mode has a search box
that allows a user to enter search queries for items that may be
found in the overview map. For example, the user could
search for gas stations on the map so that the user can deter-
mine where to refuel his car. Another example would be a
search for coffee shops so the user could stop for coffee. Some
embodiments allow a user to switch from an original end
destination to a destination found in a search before resuming
navigation.

In some embodiments all overview maps are 2D. In other
embodiments, some or all overview maps are in 3D. For
example, some embodiments use 2D overview maps for
routes that cover large distances, but use 3D overview maps
for navigation routes that cover short distances. FIG. 17 illus-
trates an embodiment that uses 3D overview maps. FIG. 17
includes two stages 1701 and 1702. In stage 1701a navigation
map 1710, overview button 1712, finger 1714, and list button
1617 are shown. In navigation map 1710, the location indi-
cator 1716 shows that the device is on Main St. close to 1st St.
In this stage the finger 1714 hits overview button 1712 caus-
ing the overview to be displayed in stage 1702.

In stage 1702, the navigation application has displayed an
overview map 1720, resume button 1722, location indicator
pin 1726, end pin 1728 and position indicator control 1730.
The overview map 1720 shows the user their entire planned
route. The resume button 1722 switches the navigation appli-
cation back to the navigation view of stage 1701. The location
indicator pin 1726 and end pin 1728 show the current location
of'the device and the final destination of the navigation route,
respectively. The position indicator control 1730 centers the
map on the location indicator pin 1726.

In some embodiments, the 3D overview maps include a
search function as described with respect to FIG. 16. Also, in
some embodiments, the overview mode includes a control to
center the map on the end pin. In some embodiments, the
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position indicator control allows a user to toggle between
centering on the present location of the device and the desti-
nation of the device. In some embodiments, the overview
mode can be activated at any time while navigating.

D. Multi-Mode Application

1. Rendering Module

FIG. 18 conceptually illustrates a processing, or map ren-
dering, pipeline 1800 performed by the mapping application
of' some embodiments in order to render a map for display at
the client device (e.g., on the display of the client device). In
some embodiments, the map rendering pipeline 1800 may be
referred to collectively as a map rendering module. A more
detailed version of this processing pipeline is described in
U.S. patent application Ser. No. 13/632,040, entitled “Virtual
Camera for 3D Maps,” filed on Sep. 30, 2012, now published
as U.S. Patent Publication 2013/0321401. U.S. patent appli-
cation Ser. No. 13/362,040, now published as U.S. Patent
Publication 2013/0321401 is incorporated herein by refer-
ence. As illustrated, the processing pipeline 1800 includes tile
retrievers 1805, a set of mesh builders 1815, a set of mesh
building processors 1810, a tile provider 1820, a virtual cam-
era 1830, and a map rendering engine 1825.

The tile retrievers 1805 perform various processes to
retrieve map tiles in some embodiments, according to
requests for the map tiles from the mesh builders 1815. The
mesh builders 1815, as will be described below, identify
existing map tiles (that are stored on a mapping service server
orin a cache onthe device performing the processing pipeline
1800) needed to build their respective meshes. The tile
retrievers 1805 receive the requests for the map tiles, deter-
mine the best location from which to retrieve the map tiles
(e.g., from the mapping service, from a cache on the device)
and decompress the map tiles if required.

The mesh builders 1815 (also referred to as tile sources) of
some embodiments are instantiated by the tile provider 1820
in order to build different layers of view tiles. Depending on
the type of map being displayed by the mapping application,
the tile provider 1820 may instantiate a different number and
different types of mesh builders 1815. For instance, for a
flyover (or satellite) view map, the tile provider 1820 might
only instantiate one mesh builder 1815, as the flyover map
tiles of some embodiments do not contain multiple layers of
data. In fact, in some embodiments, the flyover map tiles
contain an already-built mesh generated at the mapping ser-
vice for which the flyover images (taken by a satellite, air-
plane, helicopter, etc.) are used as textures. However, in some
embodiments, additional mesh builders may be instantiated
for generating the labels to overlay on the flyover images
when the application is in a hybrid mode. For a 2D or 3D
rendered vector map (i.e., a non-satellite image map), some
embodiments instantiate separate mesh builders 1815 to build
meshes for landcover polygon data (e.g., parks, bodies of
water, etc.), roads, place of interest markers, point labels (e.g.,
labels for parks, etc.), road labels, traffic (if displaying traf-
fic), buildings, raster data (for certain objects at certain zoom
levels), as well as other layers of data to incorporate into the
map.

The mesh builders 1815 of some embodiments, receive
“empty” view tiles from the tile provider 1820 and return
“built” view tiles to the tile provider 1820. That is, the tile
provider 1820 sends to each of the mesh builders 1815 one or
more view tiles (not shown). Each of the view tiles indicates
anarea of the world for which to draw a mesh. Upon receiving
such a view tile, a mesh builder 1815 identifies the map tiles
needed from the mapping service, and sends its list to the tile
retrievers 1805.
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Upon receiving the tiles back from the tile retrievers 1805,
the mesh builder uses vector data stored in the tiles to build a
polygon mesh for the area described by the view tile. In some
embodiments, the mesh builder 1815 uses several different
mesh building processors 1810 to build the mesh. These
functions may include a mesh generator, a triangulator, a
shadow generator, and/or a texture decoder. In some embodi-
ments, these functions (and additional mesh building func-
tions) are available to each mesh builder, with different mesh
builders 1815 using different functions. After building its
mesh, each mesh builder 1815 returns its view tiles to the tile
provider 1820 with its layer of the mesh filled in.

The tile provider 1820 receives from the controller 1875 a
particular view (i.e., a volume, or viewing frustrum) that
represents the map view to be displayed (i.e., the volume
visible from the virtual camera 1830). The tile provider per-
forms any culling (e.g., identifying the surface area to be
displayed in the view tile), then sends these view tiles to the
mesh builders 1815.

The tile provider 1820 then receives the built view tiles
from the mesh builders and, in some embodiments, performs
culling on the built mesh using the particular view from the
virtual camera 1830 (e.g., removing surface area too far away,
removing objects that will be entirely behind other objects,
etc.). In some embodiments, the tile provider 1820 receives
the built view tiles from the different mesh builders at differ-
ent times (e.g., due to different processing times to complete
more and less complicated meshes, different time elapsed
before receiving the necessary map tiles from the tile retriev-
ers 1805, etc.). Once all of the layers of view tiles have been
returned, the tile provider 1820 of some embodiments puts
the layers together and releases the data to the controller 1875
for rendering.

The virtual camera 1830 generates a volume or surface for
the pipeline 1800 to render, and sends this information to the
controller 1875. Based on a particular location and orienta-
tion from which the map will be rendered (i.e., the point in 3D
space from which the user “views” the map), the virtual
camera identifies a field of view to actually send to the tile
provider 1820. In some embodiments, when the mapping
application is rendering the 3D perspective view for naviga-
tion, the field of view of the virtual camera is determined
according to an algorithm that generates a new virtual camera
location and orientation at regular intervals based on the
movement of the user device.

The controller 1875 is responsible for managing the tile
provider 1820, virtual camera 1830, and map rendering
engine 1825 in some embodiments. In some embodiments,
multiple tile providers may actually be instantiated, and the
controller puts together several view tiles (e.g., map tiles and
building tiles) to create a scene that is handed off to the map
rendering engine 1825.

The map rendering engine 1825 is responsible for gener-
ating a drawing to output to a display device based on the
mesh tiles (not shown) sent from the virtual camera. The map
rendering engine 1825 of some embodiments has several
sub-processes. In some embodiments, each different type of
map element is rendered by a different sub-process, with the
rendering engine 1825 handling the occlusion of different
layers of objects (e.g., placing labels above or behind difter-
ent buildings, generating roads on top of land cover, etc.).
Examples of such rendering processes include a road render-
ing process, a building rendering process, a label rendering
process, a vegetation rendering process, a raster traffic ren-
dering process, a raster road rendering process, a satellite
rendering process, a polygon rendering process, a back-
ground raster rendering process, etc.
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The operation of the rendering pipeline 1800 in some
embodiments will now be described. Based on user input to
view a particular map region at a particular zoom level, the
virtual camera 1830 specifies a location and orientation from
which to view the map region, and sends this viewing frus-
trum, or volume, to the controller 1875. The controller 1875
instantiates one or more tile providers. While one tile provider
1820 is shown in this figure, some embodiments allow the
instantiation of multiple tile providers at once. For instance,
some embodiments instantiate separate tile providers for
building tiles and for map tiles.

The tile provider 1820 performs any culling necessary to
generate an empty view tile identifying regions of the map for
which a mesh needs to be built, and sends the empty view tile
to the mesh builders 1815, which are instantiated for the
different layers of the drawn map (e.g., roads, land cover, POI
labels, etc.). The mesh builders 1815 use a manifest received
from the mapping service that identifies the different tiles
available on the mapping service server (i.e., as nodes of a
quadtree). The mesh builders 1815 request specific map tiles
from the tile retrievers 1805, which return the requested map
tiles to the mesh builders 1815.

Once a particular mesh builder 1815 has received its map
tiles, it begins using the vector data stored in the map tiles to
build the mesh for the view tiles sent from the tile provider
1820. After building the mesh for its map layer, the mesh
builder 1815 sends the built view tile back to the tile provider
1820. The tile provider 1820 waits until it has received all of
the view tiles from the various mesh builders 1815, then
layers these together and sends the completed view tile to the
controller 1875. The controller stitches together the returned
tiles from all of its tile providers (e.g., a map view tile and a
building view tile) and sends this scene to the rendering
engine 1825. The map rendering engine 1825 uses the infor-
mation in the map tiles to draw the scene for display.

2. State Diagram for Different Modes

FIG. 19 conceptually illustrates a state diagram 1900 that
describes different states and transitions between these states
of'the integrated mapping, search, and navigation application
of some embodiments (e.g., the application described in the
above sections). One of ordinary skill in the art will recognize
that the application of some embodiments will have many
different states relating to all different types of input events,
and that the state diagram 1900 is specifically focused on a
subset of these events. The state diagram 1900 describes and
refers to various gestural interactions (e.g., multi-touch ges-
tures) for changing states of the application. One of ordinary
skill in the art will recognize that various other interactions,
such as cursor controller gestures and button clicks, keyboard
input, touchpad/trackpad input, etc., may also be used for
similar selection operations.

When a user initially opens the mapping application, the
application is in state 1905, the map browsing state. In this
state 1905, the application will have generated and displayed
a map view. To generate and display this map view, the appli-
cation of some embodiments identifies a required set of map
tiles for a region, requests the map tiles (e.g., from a mapping
service server), generates a view of the map tiles from a
particular location, orientation, and perspective of a virtual
camera, and renders the map view to a device display. When
in state 1905, the map view is static. With the application in
state 1905, the user can perform numerous operations to
modify the map view, search for entities (e.g., places of inter-
est, addresses, etc.), retrieve a route for navigation, etc.

In some embodiments, the integrated application is dis-
played on a device with an integrated touch-sensitive display.
Various gestural interactions over the map may cause the
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application to perform different modifications to the map
view (e.g., panning, rotating, zooming, modifying the map
perspective, etc.). When the integrated application receives
gestural interactions over the map display (as opposed to
touch inputs over various floating or non-floating controls
overlaid on the map display), the application transitions to
state 1910 to perform gestural input recognition.

The gestural input recognition state 1910 differentiates
between different types of gestural input and translates these
types of input into different map view modification opera-
tions. In some embodiments, the mapping application
receives the gestural input as translated by the operating sys-
tem of the device with the integrated touch-sensitive display.
The operating system translates the touch input into gesture
types and locations (e.g., a “tap” at coordinates (x.y), a
“pinch” operation with separate touch inputs at two different
locations, etc.). At state 1910, the integrated mapping appli-
cation of some embodiments translates these into the differ-
ent map view modification operations.

When the application receives a first type of gestural input
(e.g., two separate touch inputs moving together in a rota-
tional motion over the map view), the application transitions
to state 1915 to rotate the map. To rotate the map view, some
embodiments modify the location and/or orientation of the
virtual camera that determines which portion of the map is
rendered to create the map view. When in 3D mode, for
example, the mapping application rotates the virtual camera
about a particular position (e.g., the center of the touch inputs,
the center of the display, a location indicator identifying the
user’s location, etc.). As the first type of gestural input con-
tinues, the mapping application remains in state 1915 to con-
tinue rotating the map.

When the user releases the first type of gestural input, the
application of some embodiments transitions to state 1930 to
perform an inertia calculation. In some embodiments, after
the user releases certain types of touch inputs, the application
continues to perform the associated map view modification
for a particular amount of time and/or distance. In this case,
after the user releases the rotation input, the application tran-
sitions to the inertia calculation state 1930 to calculate the
additional rotation amount and the time over which this rota-
tion should be performed. In some embodiments, the appli-
cation slows down the rotation from the (angular) velocity at
which the map was being rotated, as if a “frictional” force was
applied to the map. As such, the inertia calculation of some
embodiments is based on the speed of the first type of gestural
input. From state 1930, the application transitions back to the
map modification state that the application was previously in.
That is, when the application transitions from state 1915 (the
rotation state) to the inertia calculation state 1930, it then
transitions back to state 1915 after performing the inertia
calculation. After the rotation of the map is complete, the
application transitions back to state 1905.

When the application receives a second type of gestural
input (e.g., a single touch input moving over the map view),
the application transitions to state 1920 to pan the map. To pan
the map view, some embodiments modify the location of the
virtual camera that determines which portion of the map is
rendered to create the map view. This causes the map to
appear to slide in a direction derived from the direction of the
second type of gestural input. In some embodiments, when
the map view is in a 3D perspective mode, the panning pro-
cess involves performing a correlation of the location of the
touch input to a location on the flat map, in order to avoid
sudden unwanted jumps in the map view. As the second type
of gestural input continues, the mapping application remains
in state 1920 to continue panning the map.
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When the user releases the second type of gestural input,
the application of some embodiments transitions to state 1930
to perform an inertia calculation. In some embodiments, after
the user releases certain types of touch inputs, the application
continues to perform the associated map view modification
for a particular amount of time and/or distance. In this case,
after the user releases the panning input, the application tran-
sitions to the inertia calculation state 1930 to calculate the
additional amount to move the map view (i.e., move the
virtual camera) and the time over which this movement
should be performed. In some embodiments, the application
slows down the panning movement from the velocity at which
the map was being panned, as if a “frictional” force was
applied to the map. As such, the inertia calculation of some
embodiments is based on the speed of the second type of
gestural input. From state 1930, the application transitions
back to the map modification state that the application was
previously in. That is, when the application transitions from
state 1920 (the panning state) to the inertia calculation state
1930, it then transitions back to state 1920 after performing
the inertia calculation. After the panning of the map is com-
plete, the application transitions back to state 1905.

When the application receives a third type of gestural input
(e.g., two separate touch inputs moving closer together or
farther apart), the application transitions to state 1925 to
zoom in on or out of the map. To change the zoom level of the
map view, some embodiments modify the location (i.e.,
height) of the virtual camera that determines which portion of
the map is rendered to create the map view. This causes the
map view to include more (if zooming out) or less (if zooming
in) of'the map. In some embodiments, as the user zooms in or
out, the application retrieves different map tiles (for different
zoom levels) to generate and render the new map view. As the
third type of gestural input continues, the mapping applica-
tion remains in state 1925 to continue zooming in on or out of
the map.

When the user releases the second type of gestural input,
the application of some embodiments transitions to state 1930
to perform an inertia calculation. In some embodiments, after
the user releases certain types of touch inputs, the application
continues to perform the associated map view modification
for a particular amount of time and/or distance (i.e., moving
the virtual camera higher or lower). In this case, after the user
releases the zoom input, the application transitions to the
inertia calculation state 1930 to calculate the additional
amount to zoom the map view (i.e., move the virtual camera)
and the time over which this movement should be performed.
In some embodiments, the application slows down the zoom-
ing movement from the velocity at which the map was being
zoomed in on or out of (i.e., the speed at which the virtual
camera changes height), as if a “frictional” force was applied
to the camera. As such, the inertia calculation of some
embodiments is based on the speed of the third type of ges-
tural input. From state 1930, the application transitions back
to the map modification state that the application was previ-
ously in. That is, when the application transitions from state
1925 (the zooming state) to the inertia calculation state 1930,
it then transitions back to state 1925 after performing the
inertia calculation. After the zooming of the map is complete,
the application transitions back to state 1905.

For simplicity, the state diagram 1900 illustrates the map
panning, zooming, and rotation processes using the same
inertia calculation process (state 1930). However, in some
embodiments, each of these different map modification pro-
cesses actually uses a different inertia calculation to identify
the slow-down and stop for its particular type of movement. In
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addition, some embodiments calculate and modify the inertia
variables as the input is received rather than when the user
removes the gestural input.

When the application receives a fourth type of gestural
input (e.g., two separate touch inputs moving up or down the
touch-sensitive display in unison), the application transitions
to state 1935 to modify the perspective view of the map. To
change the perspective view of the map, some embodiments
move the virtual camera along an arc over the map, modifying
both the location and orientation of the virtual camera (as the
camera keeps the center of its field of view at a particular
location on the map). In some embodiments, different zoom
levels use different arcs along which the virtual camera
moves. Each of these arcs has a top point at which the virtual
camera is pointing straight down, giving a 2D perspective
view of the map. In addition, each arc has a bottom point, that
is the lowest point on the arc to which the virtual camera can
be moved. Thus, the fourth type of gestural input can cause
the application to change between a 2D map view and a 3D
perspective map view in some embodiments. As the fourth
type of gestural input continues, the mapping application
remains in state 1935 to continue modifying the perspective
view of the map.

When the user releases the fourth type of gestural input, the
application of some embodiments transitions to state 1940 to
perform an inertia calculation. In some embodiments, after
the user releases certain types of touch inputs, the application
continues to perform the associated map view modification
for a particular amount of time and/or distance (i.e., moving
the virtual camera higher or lower). In this case, after the user
releases the perspective view change input, the application
transitions to the inertia calculation state 1940 to calculate the
additional amount to modify the perspective of the map view
(i.e., move the virtual camera along its arc) and the time over
which this movement should be performed. In some embodi-
ments, the application slows down the movement from the
velocity at which the map was changing perspective (i.e., the
speed at which the virtual camera moves along its arc), as ifa
“frictional” force was applied to the camera. As such, the
inertia calculation of some embodiments is based on the
speed with which the fourth type of gestural input was per-
formed.

In addition, for the perspective change operation, some
embodiments transition to a rebound calculation state 1945.
As stated, the perspective change operation has a maximum
and minimum perspective shift allowed in some embodi-
ments, which may depend on the zoom level of the current
map view. Thus, in addition to an inertia calculation, the
application performs a rebound calculation at state 1945. The
rebound calculation uses the inertia calculation to determine
whether the maximum point along the virtual camera arc will
be reached and, if so, the velocity of the virtual camera at this
point. Some embodiments allow the virtual camera to move
slightly past the maximum point to hit a “rebound” point, at
which point the application turns the virtual camera around
on its arc, moving it back towards the maximum point. Some
embodiments include such a bounce-back functionality only
on one end of the virtual camera arc (e.g., the bottom of the
arc), while other embodiments include the functionality on
both ends of the arc. From the rebound calculation state 1945,
the application transitions back to the inertia calculation state
1940, then back to the perspective changing state 1935 to
display the map view movement. In addition, when the user
performs the fourth type of touch input for long enough and
the perspective reaches its maximum point, the application
transitions directly from the state 1935 to state 1945 to cal-
culate the rebound information and then transitions back to
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state 1935. After the modification to the perspective view of
the map is complete, the application transitions back to state
1905.

The above states relate to the various multi-touch gestures
over the map presentation that the integrated mapping,
search, and navigation application translates into different
modifications to the map presentation. Various other touch
inputs can also cause the application to change states and
perform various functions. For instance, some embodiments
overlay a 3D selectable item on the map view (e.g., as a
floating control), and selecting (e.g., with a tap input) the 3D
item causes the application to transition to 1935 to modify the
perspective of the map view. When the map view startsina 3D
perspective view, the application modifies the perspective
into a 2D view; when the map view starts in the 2D view, the
application modifies the perspective into a 3D view. After the
modification, the application returns to state 1905.

When a user is viewing a map in state 1905, the application
presents various labels as part of the map view. Some of these
labels indicate places of interest, or other locations. When a
user selects certain labels (e.g., for certain businesses, parks,
etc.), the application transitions to state 1950 to display a
banner for the selected location (e.g., an information display
banner), then returns to the map browsing state (with the
banner displayed over the map). In some embodiments, this
banner includes (1) a quick-route navigation Ul control (e.g.,
a button) that causes the application to retrieve a route (e.g., a
driving route) from a current location of the device to the
selected location without leaving the map view and (2) an
information Ul control (e.g., button) that causes the applica-
tion to provide additional information about the location.

When a user selects the Ul control button, the application
transitions from state 1905 to state 1955 to display a staging
area for the selected location. In some embodiments, this
staging area displays a media presentation of the selected
location (e.g., a 3D video presentation, a flyover view of the
selected location, a series of images captured for the location,
etc.), as well as various information for the selected location
(contact information, reviews, etc.). The application stays in
the state 1955 as the user performs various operations to
navigate the staging area and view information within the
staging area. When a user selects a Ul control to transfer back
to the map view, the application transitions to state 1905.

From the map browsing view, the user can also easily
access the search function of the application. When a particu-
lar UI control (e.g., a search bar) is selected, the application
transitions to a search entry suggestion state 1960. At the
search entry state, some embodiments display a touchscreen
keyboard with which the user can enter a search term. The
search term may be a business name, an address, a type of
location (e.g., coffee shops), etc. While the user enters char-
acters, the application remains in state 1960 and provides
suggestions based on recent searches, the letters already
entered, etc. Some embodiments may use prefix-based sug-
gestions (e.g., suggestions starting with the characters
already entered) as well as other suggestions (e.g., making
spelling corrections to add characters at the beginning of the
already-entered string, transpose characters, etc.). In some
embodiments, the selections may also include recently
entered routes in addition to locations. If the user selects a
cancellation Ul control at this stage, the application transfers
back to state 1905 without performing a search.

When the user selects a search term (either a suggested
term or a term entered completely by the user), the application
transitions to state 1965 to display the search results over the
map view, then transitions to state 1905 with the search results
displayed. Some embodiments display the search results as
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selectableitems (e.g., pins) on the map; selection of one of the
items causes a transition to state 1950 to display the banner
for the selected item. In addition, the application of some
embodiments automatically selects one of the search results
(e.g., a “best” result) and displays this banner as part of the
state 1965.

As the application is a tightly integrated mapping, search,
routing, and navigation application, the user can easily access
the routing function from the map browsing state. When a
particular Ul control (e.g., a route entry button) is selected,
the application transitions to the route entry state 1970. At the
route entry state, some embodiments display a touchscreen
keyboard with which the user can enter locations (e.g.,
addresses, place names, place types, etc.) into both “to” and
“from” fields in order to request a route. While the user enters
characters, the application remains in state 1970 and provides
suggestions based on recent routes, recent searches, an auto-
complete similar to that described for the search entry, etc. If
the user selects a cancellation Ul control at this stage, the
application transfers back to state 1905 without retrieving a
route.

When the user selects a route (e.g., by entering a “to”
location and a “from” location), the application transitions to
the route displaying state 1975. At this state, the application
displays one or more routes from a first selected location to a
second selected location over the map view (e.g., by overlay-
ing route lines on the map view). Some embodiments auto-
matically select a first one of the routes. The user can select
any of the other routes (e.g., by tapping over an unselected
route), with the application remaining in state 1975 (but
modifying the display of the route lines to indicate the selec-
tion of the other route). In addition, when in state 1975, the
application of some embodiments displays different UI con-
trols related to routing and navigation, including a direction
list control, a navigation start control, and others.

Also, various gestural interactions over the map on which
the routes are displayed may cause the application to perform
different modifications to the map view (e.g., panning, rotat-
ing, zooming, modifying the map perspective, etc.). When the
integrated application receives gestural interaction over the
map display while in the route display state 1975, the appli-
cation transitions to state 1910 to perform gestural input
recognition, with all of the gestural map modification opera-
tions (e.g., corollaries to states 1915-1945) available. That is,
the application translates the gestural input into panning,
rotation, zoom, and/or perspective change operations similar
to those described above for states 1915-1945, with similar
inertia and rebound features for the virtual camera movement.
Whereas the operations 1915-1945 return to the map brows-
ing state 1905, the corollary operations accessed from the
route display state 1975 return to the route display state 1975.

In some embodiments, the route display state 1975 is
accessible from other states as well. For instance, if a user
selects the quick-route UI control on a banner while in state
1905, the application retrieves one or more routes from the
current location of the device to the location with which the
banner is associated. In addition, some embodiments display
previously requested routes among the search suggestions at
state 1960. When the user selects one of these suggested
routes, the application transitions directly from state 1960 to
state 1975 to display one or more routes over the map.

From the route display state 1975, the application can
transition into various different modes depending on different
controls selected by the user. When the user selects a Ul
control to clear the routes, the application transitions back to
state 1905 to display the map without any routes. In addition,
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the integrated application may enter one or more navigation
modalities from the route displaying state 1975.

When the selected route displayed at state 1975 starts at the
current location of the device and the user selects a navigation
starting control, the application transitions to the navigation
state 1980. In some embodiments, the application displays a
cinematic transition from the map view into a more immer-
sive 3D view for navigation. Within the navigation state 1980
of some embodiments, a virtual camera follows the location
of the user along the selected route in order to present the
upcoming portions of the route. When either the route is
completed (the device reaches the destination location) or the
user selects a control to end navigation, the application tran-
sitions to state 1905 to present the map browsing view 1905.

In some embodiments, 